“You are doomed!” Crisis-specific and Dynamic Use of Fear Speech in Protest and Extremist Radical Social Movements
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Social media messages can elicit emotional reactions and mobilize users. Strategic utilization of emotionally charged messages, particularly those inducing fear, potentially nurtures a climate of threat and hostility online. Coined fear speech (FS), such communication deliberately portrays certain entities as imminently harmful and drives the perception of a threat, especially when the topic is already crisis-laden. Despite the notion that FS and the resulting climate of threat can serve as a justification for radical attitudes and behavior toward outgroups, research on the prevalence, nature, and context of FS is still scarce. The current paper aims to close this gap and provides a definition of FS, its theoretical foundations, and a starting point for (automatically) detecting FS on social media. The paper presents the results of a manual as well as an automated content analysis of three broadly categorized actor types within a larger radical German Telegram messaging sphere (2.9 million posts). With a rather conservative classification approach, we analyzed the prevalence and distribution of FS for more than five years in relation to six crisis-specific topics. A substantial proportion between 21% and 34% within the observed communication of radical/extremist actors was classified as FS.
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Additionally, the relative amount of FS was found to increase with the overall posting frequency. This underscores FS's potential as an indicator for radicalization dynamics and crisis escalation.
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Emotions play a pivotal role in shaping our perceptions and interactions, particularly in online communication (Ellis & Tucker, 2022). The ability of language to elicit emotional responses has long been recognized, with Aristotle highlighting the strategic use of emotions as a persuasive tool in his seminal work, *Rhetoric* (Aristotle & Roberts, 2004). This principle finds resonance online, where emotional contagion can lead individuals to unconsciously share and experience the same feelings, thus amplifying the impact of emotional messages on user engagement and content generation (Ellis & Tucker, 2022; Kramer et al., 2014). Such dynamics underscore the potent role of emotional content in social media as a catalyst for user interaction (Goldenberg & Gross, 2020).

The emotion of fear, in particular, demonstrates a unique capacity to propagate digital contagion effects and incite viral panics, highlighting its significance in the digital realm (Lăzăroiu & Adams, 2020). Fear is elicited when people sense a threat or danger to themselves or their significant ingroup (Cohen-Chen et al., 2014) and plays a crucial role in the process of radicalization (Doosje et al., 2013). Extremist groups often exploit perceptions of fear (Marcks & Pawelz, 2022; Schulze et al., 2023), using them strategically in their communication to emphasize narratives like “the great replacement,” which conveys the fear of cultural extinction among the far right (Ziolkowski et al., 2022).

Accordingly, it is theorized that fear not only contributes to the online radicalization process (Greipl et al., 2022; Schulze et al., 2023; Rothut et al., 2022) but also underpins the rhetoric used by these groups. The concept of "dangerous speech," as described by
Benesch (2023), links rhetoric that induces fear to the escalation of violent intergroup conflicts and the potential for imminent violence (Buyse, 2014). Terrorist manifestos, for instance, are prime examples of such speech, illustrating motivations behind violent acts and underscoring fear's pivotal role in extremist ideologies and actions (Wright, 2019).

A particularly concerning manifestation of fear in digital communication is fear speech (FS), which seeks to instill existential fear toward minority groups or particular communities (Buyse, 2014). In early analyses of FS in Facebook communication, mostly minorities or perceived elites were reported as targets of FS and accused of being involved in conspiracies and rumors or were openly discriminated against (Gagliardone et al., 2016), thereby fueling a climate of threat and crisis perception on social media platforms. Fearful narratives create a community of fate (e.g., strengthening ingroup and hardening outgroup boundaries) while they increase the perceived pressure to act and, thereby, the chances of violence (Buyse, 2014; Ziolkowski et al., 2022). The frequency of fear-based discourse on social media may thus correlate with perceptions of a threat or crisis, prompt defensive reactions, and also exacerbate intergroup hostilities.

Recent research suggests that the prevalence of fear speech (FS) may even exceed that of more widely recognized forms of hate speech (Saha et al., 2023). This indicates a potentially more insidious threat due to its covert nature, which makes it challenging to identify and address. Furthermore, fear speech has a profound ability to foster hostility (Buyse, 2014; Saha et al., 2023).

Despite its significance, systematic research on the prevalence, nature, and context of FS remains scarce. This paper aims to fill this gap by providing an (operational) definition of FS and conducting a comprehensive analysis within a notably large segment of a potentially radical German Telegram sphere, comprising three actor types with varying political motivations (far-right, COVID-19 protest, and conspiracy). Utilizing both automated and manual content analysis of messages for more than five years, this study incorporates insights from psychology and political science on fear and anxiety, as well as
the effects of emotional messaging in social media. It aims to clarify the mechanisms by which fear speech (FS) operates and its implications for understanding the dynamics of radicalization and crisis escalation online.

**From fear to hostility:**

**The psychological and political dimension of fear and anxiety**

Emotions are likewise inextricably linked to political life as they are to the human experience in general. Adhering to affective intelligence theory (AIT) (Marcus et al., 2000), three emotions are relevant in political behavior: enthusiasm, anger, and fear. Albertson and Gadarian (2015) trenchantly describe this, “…enthusiastic supporters return politicians to office, angry citizens march in the streets, a fearful public demands protection from the government” (p. 1). The latter two present a negative valance of emotions.

Fear, a primary emotion, emerges when an individual senses a threat or danger to themselves or a significant ingroup, eliciting physiological and psychological responses that enhance survival in dangerous situations (Öhman, 1993). Fear responses usually appear quickly and automatically and then affect subsequent thought processes, with the potential of occurring at the cost of rational thinking (Jarymowicz & Bar-Tal, 2006; LeDoux, 1995). Fear impacts the way we seek and process information (Marcus et al., 2000). It is believed to heighten individuals’ sensitivity to threatening signals, amplify potential threat information, and lead to an overestimation of danger (Bar-Tal, 2013). Importantly, fear responses are associated with cognitive closure and biased information processing. For instance, threatening information is prioritized, selective recall of fear-related information is facilitated, and receptivity to novel ideas is obstructed (Clore et al., 1994; Isen, 1990; LeDoux, 1996). Potentially, very intense fear even induces cognitive inflexibility (Kruglanski, 2004) and can lead to aggressive reactions (Eibl-Eibesfeldt & Sütterlin, 1990; Lazarus, 1991). These impacts extend to the political realm, where threat and resulting fear responses can influence attitude formation and political actions, particularly within the context of intergroup engagement. This is mirrored in risk-averse
political preferences, less creative ideas with regard to conflict resolution, and more resistance when it comes to intergroup negotiation (Sabucedo et al., 2011). Fear seems to be a major driver of conservatism (Jost et al., 2003), e.g., by strengthening conservative viewpoints that maintain the familiar condition of conflict. Fear responses enhance authoritarianism (Canetti et al., 2009), prejudices against minority groups (Sari, 2007), and support for bolstering both domestic and international security policy (Huddy et al., 2007).

In its psychological interpretation, fear, as an instinctual response to imminent danger, paradoxically proves inadequate for a comprehensive grasp of FS. This inadequacy in political messaging stems from its limitations, as it typically does not evoke the intense, primal fear associated with immediate, “fight-or-flight” scenarios. Instead, political messages tend to induce anxiety—a persistent sense of apprehension and hypervigilance in situations where a threat might exist, as detailed by Stegmann et al. (2023). Political science often focuses on this concept of anxiety, as outlined by Albertson and Gadarian (2015), describing it as a prolonged reaction to uncertain or ambiguous threats. Anxiety can lead individuals to seek out or avoid information. This behavior serves either to resolve uncertainty or to ignore the source of anxiety (Gross, 2013). Generally, it is assumed in political science that anxiety increases both the desire for information and the active search for it (Albertson and Gadarian, 2015). In sum, fear and anxiety are both emotions characterized by negative valence that arise in reaction to threat, yet they have a partially different neurobiological basis and may result in different responses to different threats\(^1\) (Helminen et al., 2022). Although fear and anxiety represent distinct emotional experiences for the recipient, we use fear as an umbrella term for the current purpose.\(^2\) Given a psychological association in which anxiety can stem from fear, coupled with a preference

---

\(^1\) Usually conceptualized in exclusive models, accumulating evidence points to additive if not interactive models rather than exclusive models of fear and anxiety indicating facilitated defensive behavior (Stegmann et al., 2023).

\(^2\) Not clearly distinct but also not to be used interchangeably according to biological/neuroscience (Daniel-Watanabe & Fletcher, 2021), they are often used interchangeably in political science (Albertson and Gadarian, 2015; Scheller, 2019).
for parsimony, we opt for FS as the preferred terminology to analyze political messaging at the message or post level.

The complex interplay between relevant negative emotions arising from threats to political attitudes and behavior is under ongoing empirical investigation. According to AIT, responses to a threat differ depending on its qualities, e.g., whether it is identified as unfamiliar or noxious. Most importantly, we assume that this threat perception can transition from unspecified to harmful, for instance, when a threat persists (Berkowitz, 1989). Lazarus (1991) similarly asserts that anger frequently arises subsequent to an appraisal of blame or injustice, a sequence that may be preceded by fear upon initial exposure to a threat. Thus, fear can not only transition to anxiety but also to anger, the arguably more potent emotion in explaining political attitudes and behavior. Fear, for instance, may reduce, whereas anger might increase partisan support, e.g., for the far right (Marcus et al., 2019). Fear or anxiety may even be a precondition or gateway for translating negative feelings into radical political attitudes or actions. Given the major prevalence of fear-eliciting content on social media (Saha et al., 2023), understanding the role of fear and anxiety in political communication is pivotal. We first briefly outline the (political) psychological mechanisms and move on to their broader strategic potential within political communication.

**Politically hijacked fears**

Fear and anxiety generate vulnerabilities that extremists can exploit for radicalization purposes. While previous research has primarily examined anger and rage for affective mobilization, particularly in the context of extremism and radicalization (Tausch et al., 2024), there is a notable scarcity of studies investigating the prevalence, strategic utilization, and effects of FS in online environments, despite evidence supporting its relevance in the political sphere (Marcks and Pawelz, 2022; Saha et al., 2023).
At the individual level, fear-induced information processing can render individuals susceptible to persuasive messaging, effectively creating openings through which specific ideologies may infiltrate and influence. In such situations, messages that promise certainty or offer simple solutions to complex problems are sometimes especially well-received (Huddy et al., 2007). Illustrative examples of these offerings may come in the form of conspiracy narratives, which can be considered special cases of potentially fear-inducing messages. By default, being threat-based, they suggest that (elite) actors secretly plot against the majority’s well-being and prosperity (van Prooijen et al., 2022).

While fear can sometimes make the individual more receptive to otherwise unappealing or far-fetched ideas, the elevated potential to exploit fears and anxieties dissipates at the group level: While being threatful, conspiracy narratives simultaneously create a community of the “enlightened,” to the point where even diametrically conflicting, new information is reinterpreted in the perspective of the narrative. For instance, Ziolkowski and colleagues (2022) conducted three case studies comparing different ideologies. They argue that dystopian scenarios and doomsday narratives - intended to incite fear and distrust in political functioning - are of central relevance in most extremist and conspiracy movements, independent of the ideological orientation. By portraying a shared threat from outside, these narratives support ingroup cohesion and create pressure to act so that they might be used to justify violence against the perceived threat. Similar to conspiracy narratives, Ziolkowski et al. (2022) find that most doomsday narratives in extremist ideology can inhabit, to a varying degree, anti-Semitic features.

Alleviating the threat by being and belonging to a specific group, e.g., the enlightened, is beneficial because it entails special ingroup bonds. Beyond this mechanism, fear is assumed to increase the identification with ingroup members and foster the development of demonized images of outgroups (Freiheit & Zick, 2022; Meiering et al., 2018). Radical right parties seem to capitalize on fear, as they offer scapegoating (e.g., blaming immigrants) as a means to create and control the perception of threats or to mobilize for their causes (Rothschild et al., 2012; van der Brug & Fennema, 2007).
Specifically in the context of the far right, fear may indeed be used and even encouraged as the transmissional element to anger (Sauer et al., 2023): The elite and groups like refugees and feminists are blamed for societal losses, channeling fear into anger as a strategy to rally support and restore a sense of lost dominance and agency (Hochschild, 2016).

Immigration is a prevailing issue in this context. It is likewise infused with fear (Kopytowska & Chilton, 2018), presumably fueling anxieties to then exploit the resulting need for protection. According to Albertson and Gadarian (2015), discussions about immigration among political elites in the U.S. often incorporate language connoting danger and threat. Their research also reveals that advertisements and political rhetoric concerning immigration, especially illegal immigration, effectively utilize anxiety-inducing language and ominous imagery to sway public opinion. In Europe, worries about immigration are also a key factor in support for far-right parties (Golder, 2016). Unsurprisingly, then, FS is usually “targeted” (Buyse, 2014), for example, against an entity, institution, group, or person. Conceptually, speech that is aimed at inducing fear is considered FS.

**Why you should be worried: Strategic fear speech**

One of the first works to introduce the concept of FS was by Buyse (2014), who discusses the role of fear in violent conflict escalation and, attached to that, the legal debate around the interaction of violence and discourse. Regarding violent conflict escalation, Buyse (2014) notes that one factor that leads to violence is the perception of fear inside one's own group. Fear, rather than hatred, is the prime driver in ethnic conflicts (Lischer, 1999). Thereby, fear, “rather than hate speech … may be more relevant when assessing violent conflict escalation” (Buyse, 2014; p. 785). Regarding the legal debate, Buyse states that it is “...one of the most difficult issues in debates on the freedom of expression.”

Klein (2021) sees a similar challenge faced by social networks in tackling hate speech, which is often disguised as fear-mongering and identity politics, making it difficult to be flagged by monitors. The study examines six hate crimes from 2019 that were
preceded by social media posts, analyzing the rhetoric used by the assailants. It finds that the expressions of cultural paranoia and fear were more common than direct calls for violence. This result of “cultural paranoia” also supports the idea that while all extremist ideologies have FS in the form of doomsday narratives at their core, the specific narratives vary with respect to the specific ideology (Ziolkowski et al., 2022). FS is thus not homogenous across individuals and groups but depends on the “target,” which varies considerably across individuals and also across larger and smaller communities. Thus, although FS can be considered a rather general indicator of radicalization, its use is most likely tied to specific narratives, outgroups, or personal motives.

FS was examined by Sayimer and Derman (2017) as a more in-depth and perhaps hazardous kind of hate speech. They analyzed anti-refugee YouTube videos and explained how fear rationalizes and legitimizes racism, providing the justification for some viewers to feel the need to act. Violence labeled as "self-defense" becomes more appropriate. Most studies on FS focus on threats rooted in group-focused enmity (Heitmeyer 2002), such as Muslims and migrants (Saha et al., 2021; Saha et al., 2023) or refugees (Chitrakar, 2020), while other groups that are often portrayed as threat by radical actors, such as the (perceived) elite (e.g., politicians, scientists, media), have rarely been considered (Gagliardone et al., 2016).

In one of the first studies with a large data corpus, Saha et al. (2021) used computational methods to study the distribution of FS in Indian WhatsApp groups but concluded that classification of FS is a complex task. Their classifier did not yield satisfactory results. Expanding their approach, in 2023, Saha et al. studied the prevalence, distribution, and interaction on Gab, a platform with no content moderation, and briefly compared it to Twitter and Facebook. They found FS not only more prevalent than hate speech but that it also spread faster and was less frequently detected by toxic speech

---

3 Radicalization can be defined as “the increasing challenge to the legitimacy of a normative order and/or the increasing willingness to fight the institutional structure of this order” (Abay Gaspar et al., 2020, p. 5).
classifiers – even on Twitter and Facebook – because of its more subtle nature. “Their nontoxic and argumentative nature makes them appealing to even benign users who in turn contribute to their wide prevalence by resharing, liking, and replying to them” (Saha et al., 2023, p. 1). Comparable to humorous hate speech (Schmid, 2023), the sender of FS can disguise hostilities. Generally, the intention behind a post remains elusive to a third person. This makes it another communication tool to shift or even poison the climate of opinion in favor of radical or extremist aspirations. Most importantly, and irrespective of whether FS is strategically employed or not, it is linked to both hate and the possibility of violence.

To offer a starting point for empirical research and theoretical discussion and furnish a precise definition amid various related terms like hate speech, we define fear speech (FS) as any deliberate communicative act that explicitly or implicitly portrays a particular entity, e.g., a group or an institution, as inherently and/or imminently harmful on a cultural, societal, or existential level.

This means that FS communicates information about a threat. It does not directly express any form of contempt, hostility, or even hate speech, but installs fear as the critical transmission and affective backbone (Buyse, 2014; Ziolkowski et al., 2022). This is crucial, since direct threats toward a person or a group are usually subsumed under concepts like intolerance (Kümpel & Unkel, 2023) or toxicity (Kim et al., 2021), which is why we have refrained from coining it threat speech, even though FS does not entail direct expressions of fear itself.

While previous work has focused on the type of portrayed threat (Chitrakar, 2020; Klein, 2021), we conceptualize FS in relation to how the threat is communicated. The first and necessary, but not sufficient, component is the presence of a detectable threat, and optionally, whether it is coupled with a call for action. Further crucial markers are the use of what we coin affective flags. Affective flags are either expressions that convey strong emotional content and subjective views, often used to emotionally charge discourse, e.g., by using cataclysmic terminology (like disaster, terror, or collapse) or mark clear
distinctions between social groups. These mechanisms serve to intensify emotional responses and demarcate ingroup and outgroup boundaries, effectively shaping perceptions and attitudes toward certain subjects or groups.

Building on that, three broader categories of FS can be distinguished. *Indirect FS* communicates a threat, but its harmfulness is either not made explicit or the threat is rather used to build up subjectivity, e.g., antagonisms. As FS messages are often understood as *fear-mongering* or creating identity politics (Klein, 2021), we capture this broadly as threat-based communication in this category (example: “The next big scam?”). *Direct FS*, in contrast, explicitly illustrates a threat as well as its detrimental consequences. The threat is the main focus of the message, which is why we alternatively call this *threat-focused FS* (example: “Planned Parenthood cartoon by UHR encourages kids to turn to deadly puberty blockers if they feel they are transgender.” [own translation]). Lastly, we coin *efficacious FS* as a subform, in which direct FS is paired with a call to action to increase the recipient’s self-efficacy and to elevate the pressure to act against the threat. Examples of efficacious FS include such calls to action as “Lock them up!” or “Enough… we have to rise up!”.

Efficacious FS is grounded in theoretical considerations and qualitative evidence. First, the Extended Parallel Process Model (EPPM) (Witte, 1996) suggests that when individuals are confronted with fear-inducing messages, they process these through two main paths: threat appraisal and efficacy appraisal. Both appraisals shape an individual’s response to a fear-inducing message. From a strategic perspective, it seems essential that the fear message is strong enough to capture attention and be perceived as a genuine threat, yet it is also accompanied by a clear, believable, and actionable effective message to empower subsequent action rather than inducing defensive responses. Second, previous qualitative examinations highlight the pressure to act by using fear-inducing communication in dystopian narratives (Ziolkowski et al., 2022).

Specifically for direct FS, we assume that it intentionally creates or promotes a climate of threat, vulnerability, and anxiety in order to justify the author’s inclination or
increase the recipient’s propensity for radical attitudes (e.g., political agendas, ideologies) and behaviors (e.g., mobilization and violence). One consequence of FS, therefore, resembles other forms of hostile speech; it contributes to a climate of hostility. For hateful messages, research has already demonstrated that it can promote social division, polarization, and ultimately radicalization through verbal violence and the expression of contempt of or even demonization of outgroups (Romero-Rodriguez et al., 2023). A fearful climate may, at the least, provide the breeding ground for these processes, but the demonization of outgroups especially parallels the potential effects of FS, suggesting that some of these findings may be transferable.

The fact that FS promotes us vs. them thinking by picturing a perpetrator reveals group consolidation as its central function (see Ziolkowski et al., 2022). FS, especially in a strategic understanding, may be endorsed to this end depending on how issues provide a clear, common thread around which antagonistic collective identities and agencies can form, even when the outgroup is rather vague (e.g., elites). Thereby, COVID-19 could harbor comparably high strategic FS utilization potential, as it affects a (perceived) large local ingroup severely threatened by a clearly and collectively identified perpetrator (the elites/the government). Conversely, other crisis issues, even when they also affect a very large group of people, like inflation and the energy crisis, are less delineable with respect to the relation of the (size of the) perceived ingroup and the threatening entities, as with the Russian invasion of Ukraine.

Importantly, however, it is difficult to assess FS as a harmful or strategic communication from the outside. Explicit calls for action in FS could be an indicator of the strategic use of fear. Yet, a fearful post may be interpreted as either a sincere expression of paranoia by hysterical people or as a clever trick where bigotry is disguised as fear in order to justify one's hatred. In some instances, it may even require substantial knowledge about the social and group historical context to accurately interpret communication as potentially fear- or anxiety-eliciting. This dual nature makes FS a notoriously difficult subject matter for platform moderation efforts.
In sum, FS has been shown as a possible driver of violent acts (e.g., Buyse, 2014; Marcks & Pawelz, 2022) and may have the same capacity to deliver hate as hate speech itself while provoking fear and cultural paranoia (Klein, 2021). Saha et al. (2021, 2023) found less-moderated platforms, including instant messengers, to be highly effective for FS distribution. Following on previous work, this study focuses on a different platform that has not been considered in relation to FS prevalence but is also well known for its deliberate relinquishment of content moderation practices: Telegram.

**Telegram as a potential hotspot for fear speech**

According to Benesch (2023), two conditions are necessary to classify a speech act as dangerous: the message must be inflammatory, and the audience must be susceptible. Extremists use a wide array of digital communication opportunities proficiently and efficiently to directly target susceptible audiences with their strategically tailored messages. Currently, the most important platform for target group-specific addresses of radical and extreme speech is the platform Telegram. Telegram offers several advantages over other social media platforms, making it particularly relevant for extremist actors and audiences. Most notably, it advertises itself as a platform for free speech and, as such, rarely deletes extremist content or bans extremist actors while also promising not to cooperate with security authorities. As one of the most used instant messaging platforms, Telegram is often used to talk to family and peers over a personal mobile phone, which creates a highly personalized communication and reception setting that can often blur the lines between highly credible content from trusted sources, such as peers, and strategically framed content, increasing the susceptibility to tailored messages presented on this platform (Schulze et al., 2022).

However, receiving strategic messages on Telegram does not happen by accident. Unlike Facebook or YouTube, Telegram does not entail algorithmically curated content or recommendations; rather, people must actively seek out and join channels and groups to receive their messages. Often, channels and groups advertise like-minded accounts and
thereby create networks of channels and audiences with similar interests. Since a basic interest in a theme or ideology can be considered a prerequisite for susceptibility to the presented messages, we, therefore, assume that audiences of relevant Telegram channels have at least a minimum susceptibility, which is necessary for fear messages to have an impact.

In sum, FS may be “one of the key dangers emanating from the discourse on alternative platforms online” (Guhl et al., 2022, p. 29) and a significant indicator of radicalization dynamics online (Schulze et al., 2023; Greipl et al., 2022). At times characterized by political upheavals, socioeconomic disparities, and global crises, the ground is fertile for radical ideologies to take root. Against the background that crises increase fear and threat perceptions, fear has a substantial impact on personal and collective motivation and behavior and is strategically exploited by different actors aiming at nurturing uncertainties, we ask how crisis-specific and prevalent fear speech is in the online communication of extremist or protest movements. Further, FS is usually tied to a harmful perceived outgroup, which we assume is different across communities. Previous work introduced a useful distinction into three larger identifiable movements with a propensity to exhibit radicalization dynamics on Telegram, namely conspiracy, far-right, and COVID-19-focused actors. This enables us to get differential insights into the community- or group-specific use of FS.

Methods

BERTopic Modeling and Distilbert Automatization

To study the prevalence of FS in the online communication of radical and extremist actors, we analyzed the German language Telegram communication of three different groups of actors known to be highly present on this platform: far-right, COVID-19 protest, and conspiracy (for similar approaches, see Jost & Dogruel, 2023; Schulze et al., 2022). Focusing on the German language, in addition, allowed us to circumvent the pitfalls of
multi-language classification tasks that are specifically pronounced for complex language constructs (Pires et al., 2019). We employed a single platform design to keep platform features and affordances constant, enabling the development of a better functioning instrument and classifier. The most similar design of the observed groups allowed a more precise understanding of the differences in strategic communication with respect to the prevalence of FS. To automatize the FS detection, we collected one large-scale dataset for over a five-year period consisting of over 5.99 million unique posts (see Figure 1).

**Data Collection and Actor Classification**

To collect Telegram data, it is first necessary to create a list of actors (i.e., channels and groups) active on this platform and relevant to the research interest. The actor collection and classification for this paper relied on previous publications that focused on large-scale analyses of COVID-19 protest groups, far-right or conspiracy actors (Schulze et al., 2022; Rothut et al., 2023; Schulze 2021), resulting in a final list of 3905 actors. All three instances of actor collection and classification followed a similar approach. First, field research resulted in a manually curated list of relevant actors, which was then used for several instances of snowball sampling based on the mentions and forwards included in the posts. Three iterations of snowball sampling proved sufficient indicating saturation. This approach is widely used in Telegram research. (For a detailed discussion of Telegram actor collection and classification, see Jost & Dogruel, 2023). This resulted in extensive lists of Telegram actors, all of which were manually reviewed using the available actor information (i.e., name, self-description, and posts) based on a prior created and tested classification scheme in the third step. In brief, all actors that affiliated with the COVID-19 protest by name (in Germany, e.g., Querdenken translates to “lateral thinking”) or primarily distributed COVID-19-related protest information including mobilization calls were classified as COVID-19-focused actors. All actors that presented clear indications of far-right ideology (e.g., nationalism, authoritarianism, exclusionism following Carter (2018), Hawkins et al. (2018), and Mudde (2002) were classified as far-right actors.
Telegram actors were classified as *conspiracy-focused* once it was apparent that the central aim of the actor was to distribute and discuss one or several conspiracy narratives (e.g., QAnon). Conspiracy narratives seek to interpret events by suggesting that powerful institutions, groups, or individuals collaborate covertly to pursue a perceived sinister goal for their own advantage (Schulze et al., 2022; Popper 2003).

Several authors and trained student assistants were involved in the classification process, and all inconsistencies, as well as critical cases, were extensively discussed. Importantly, it must be noted that a perfectly distinct classification of these actor types is not possible, as there are significant overlaps, both rooted in the respective ideology and specifically on Telegram (Rothut et al., 2023; Zehring & Domahidi, 2023). For example, most far-right movements are based on conspiracy narratives (e.g., the Great Replacement) and especially during the COVID-19 pandemic, the all-encompassing topic resulted in these actor types being highly connected through the collective aim of criticizing and destabilizing the government. Therefore, the classification categorized the actor types along the main focus of the channels/groups.

All publicly available content of these actors was scraped in June 2023 using Python and the Telethon library (Lonami, 2019). Considering the quick deletion rates of Telegram content (Buehling, 2023), we merged this dataset with previously collected datasets, leading to the creation of dataset $D0$ (for an overview, see Figure 1). Initially comprising approximately 34 million posts, $D0$ was reduced to 5.99 million unique posts by 1856 actors after preprocessing, as detailed in the appendix (e.g., duplicate deletion). The time frame spans from the beginning of the channels in 2015 to June 2023, which also serves as the time frame for the subsequent analyses. The pre-processed dataset ($D4$) of 6 million posts was halved into two sub-datasets based on random selection $DB$ and $DC$. Next, $DB$ was used for domain adaptation to improve the performance of our language model (Sanh et al., 2020), and $DC$ was used for all subsequent topic modeling analyses (Grootendorst, 2022) as well as automated classification, and DD was used to specifically
depict dynamics across the largest possible time frame. From DC, various further datasets were created that were used for the next steps in the following chapters.

**Operationalizing Fear Speech**

We are aware of only two papers that annotated online content for FS (Saha et al., 2021; Saha et al., 2023). However, the annotation guidelines were too domain-specific and not transferable to our research aim. In addition, a binary content classification quickly presented as too simplified to adequately account for the complex nature of FS. Instead, we developed a nominal six-scale annotation scheme (0-5) to capture and distinguish the varying degrees and nuances of FS manifestations. As stated previously, coding depends on the presence of a threat and the use of affective flags. Affective flags are expressions that signal emotional charging (e.g., cataclysmic terminology like “disaster”) or demarcation (expressions indicating one’s own or the targeted group). “Code 0” was annotated if there was no threat, and therefore, no indication of FS was present. Posts that raised concerns that contained no or only marginal affective flags were coded as 1. Usually, these are rationally laid out arguments or those that raise concerns (1), which means rationally laid out depictions of concerns or objective reporting about and expressions of potential threats were coded here. The scale continues with indirect FS (2), which refers to posts that often employ mild or ambivalent fear speech, such as fear-mongering that usually contains a threat but provides no or ambivalent threat depiction; the decision is left to the recipient as to why the threat is legitimate. Direct FS (3), in contrast, elaborates on the threat and, e.g., explains why one should be worried. Efficacious FS (4) is also direct FS but combined with a specific or unspecific call to action. Coding in stages 3 and 4 can be very similar in length and elaboration as concerns (1) but are marked by affective flags. Lastly, hostile speech (5) was annotated if threat perceptions in the posts were present, but explicit expressions of hostility in contrast to fear were the dominant elements of the posts. This is particularly applicable when the language steps away from describing the threat in a fear-inducing manner and leans more toward expressing frustration or anger, indicating a communicative escalation from fear-based to hostility-
Figure 1. Flowchart of data collection and further pre-processing.
centered discourse. At this point, affective flags transmit from dystopic to aggressive and derogatory (the entire codebook including examples and a demonstrator is available in the online Appendix).

We drew 100 posts at random and tested the codebook on two variants: Holsti reached a value of 94% for the six-scale variant (two main coders) and a Holsti value of 88% for the binary version (two main coders and two additional coders for the annotation of further training data) in the pretest. The agreement, precision, and recall for each value of the scale consistently reached values above 87.5% (see Table S1 in the online Appendix).

**Topic Modeling**

Topic modeling was performed using the BERTopic modeling technique that leverages transformer and c-TF-IDF techniques to cluster words into interpretable topics (Grootendorst, 2022). BERTopic computes these word clusters by first converting the content of Telegram posts into vector representations, reducing the dimensionality using UMAP, and creating bag-of-words representations for each cluster that was extracted from a class-based TF-IDF model. As a language embedding model, All-mpnet-base-v2 was used, which is currently the best-performing model available in the BERTopic library and it also uses posts created on social media as training data. Based on a qualitative inspection of a diverse sample of posts of various lengths, we identified that messages shorter than ten characters typically lacked substantial content, mostly consisting of single words or emoji-related strings. Conversely, posts over 1000 characters frequently covered multiple topics or contained repetitive information, posing challenges in accurately identifying the main topic and classifying fear speech. Consequently, to balance data comprehensiveness and analytical precision, we excluded posts shorter than ten characters and those exceeding 1000 characters and removed emojis, numbers, and hyperlinks. We also limited the time for topic creation to 2020-2023 to reduce the number of possible containers calculated.
Only a very small part of our data was published before 2020, but the longer time of five years from 2015 to 2020 would have resulted in a disproportionate increase in containers. This reduced the number of posts for the topic model from 2.81 million to approximately 2.26 million posts in DA. The model parameters were kept on default except for reducing the number of components in UMAP (from 5 to 2) and changing the minimum (15) and maximum (0.9%) occurrence of terms in all posts in the count vectorizer to keep the size and of our TF-IDF model within a manageable limit (see online Appendix).

Topic creation was set to “auto” and incrementally reduced from 22,500 to 1,500 containers while we observed the automatic container conversion in each reduction step. At 1,500 containers, the smallest container became meaningful to interpret, and hence, we started to validate and label these as a specific topic qualitatively. Qualitative inspection included the decision to merge similar containers and to delete containers that could not be connected to a political topic (e.g., containers containing recurring elements, such as weekdays, signatures, and advertisements). After manually merging similar containers, we reinitiated the topic model, relabeled all containers, and constructed base topics, extracting 18 of the most prevalent political topics (C.1; level 2 extraction; n ~420,000). To reduce the complexity of the descriptive analysis, we finally limited the number to six final topics by deleting or collapsing the topics of level 2 (C.2; level 3 extraction; n ~ 370,000).

Coding Sampling

After validating the annotation scheme and selecting relevant topics, we conducted a stratified random sampling to create the sample for manual coding. We assumed that FS differed from topic to topic. To maximize FS diversity, we sampled the dataset so it had equal shares of topics derived from the topic modeling and then sampled each group to account for possible semantic differences. Additionally, we stratified the sample by time, specifically creating quarterly time slices, resulting in 6,048 posts that were manually coded in C1.1. The allocation of FS to non-FS was unequally distributed (~13% FS), and deemed insufficient, especially the FS-coded training data. Thus, we conducted a second
round of annotation of an additional 1,000 posts (C1.2) to increase the number of FS posts in our training dataset. Finally, we compressed the six-scale coding scheme into a dichotomous scale where 0 equals no FS and 1 equals FS. This resulted in a training dataset that consisted of 2,460 equally split posts in dataset C3.

**Domain-Adaptation**

Similar to the topic modeling approach, we used a transformer-based approach to classify the second half of our data (Vaswani et al., 2017). DistilBERT is a variant of the BERT transformer model and is trained on data from Wikipedia, books, subtitles, and news crawls. It is reduced in model size while retaining 97% of its language understanding capabilities (Devlin et al., 2019). However, we assumed the language to differ in accordance with the platform on which it was posted, the authors, and their ideological background. Thus, a language model focusing on far-right German language Telegram data would have been more suitable for our use, but at the time we conducted this research, it did not exist.

Thus, before training our model with our annotated training data, we used the remaining half (~3 million posts) of our initial dataset (D0) to conduct a process called domain adaptation (DB; Tunstall et al., 2022). Domain adaptation can be an intermediate step in classification tasks to pretrain an “off-the-shelf” language model to the language used in the training data. It assumes that “machine-learning models can learn ‘language knowledge’ and ‘task knowledge’ during a pre-training phase and store this ‘knowledge’ in their parameters” (Laurer et al., 2023, p. 2). When conducting the actual fine-tuning of the model using the manually annotated training data, the model can transfer the in-domain generated knowledge by the domain adaptation to increase the performance of the classification tasks (see the Appendix for the link to the model).

---

4 The language model is available at: https://huggingface.co/distilbert-base-german-cased.
**Classification**

In the last step, we used the domain-adapted DistilBERT model within the Python transformers library and built the classification algorithm. Only direct (3) and efficacious FS (4) were considered FS postings for the classification algorithm. The rationale behind this decision was to keep the classification of FS as conservative as possible. We assumed that including every potentially threatful message would lead to an overestimation of FS within our dataset and, thus, it would reduce classification precision overall. Similar problems in which increased ambiguity or covertness led to reduced classification quality were previously evident for hate speech (Benikova et al., 2018; Zhang & Luo, 2019). In contrast, direct or efficacious FS, as clearly threat-focused communication, is much less ambiguous in terms of how the message is crafted. We did a random 8:1:1 (n=1968; 246; 246) training (C3.1), validation (C3.2), and test (C.3.3) data split. After hyperparameter optimization on the validation set, we achieved a macro-average F1 score of .82 on the validation set and .79 on the final test set with consistently balanced and robust precision and recall metrics above .76 (see Table 1 for details; the link to the classifier is available in the Appendix).

<table>
<thead>
<tr>
<th></th>
<th>validation set</th>
<th>test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>precision</td>
<td>recall</td>
</tr>
<tr>
<td>no FS</td>
<td>0.84</td>
<td>0.78</td>
</tr>
<tr>
<td>FS</td>
<td>0.80</td>
<td>0.85</td>
</tr>
<tr>
<td>accuracy</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>macro avg</td>
<td>0.82</td>
<td>0.82</td>
</tr>
</tbody>
</table>
Results

Overview and Topic Modeling

Considering our aim to investigate the use of FS across salient political events, we focused on the five crisis-related themes most prevalent in the data, coinciding with the most salient crisis themes during our observation period. Additionally, we created a sixth topic container consisting of conspiracy-related content to inspect the classifier's performance and the role of FS in conspiracy narratives. Our final topic model consisted of six topics revolving around the COVID-19 pandemic, conspiracy narratives, as well as the Russian invasion of Ukraine (RioU), the energy crisis, inflation, and migration.

These topics aggregated to 317,299 posts in total. By far, the largest topic in our sample consisted of COVID-19-related posts (N=132,501), followed by posts about RioU (N= 68,518) and with a greater gap Conspiracy Narratives (N=43,216), Energy Crisis (N=29,053), Inflation (N=26,562) and Migration (N=17,449). In terms of temporal dynamics, COVID-19 was the most dominant topic in 2020, 2021, and early 2022. Around February 2022, the salience of COVID-19 was incrementally replaced by the topics RioU, Energy Crisis, and Inflation. Conspiracy Narratives and Migration were evenly distributed across the whole observation period.

Inspecting the distribution of posts by classified actors in Table 2, conspiracy-focused actors were responsible for the majority of posts on these topics, followed by far-right actors, and COVID-19-focused actors with a greater distance. Accounting for prevalence in these topics, conspiracy-focused actors had a higher relative share when posting about COVID-19 (16%), RioU (10%), and Conspiracy Narratives (9%). The far-right actors, in contrast, were more diversified as they had the highest shares, especially in Energy Crisis (5%) and Migration (4%) while having equal shares in COVID-19 (16%)

See online Appendix for a detailed list of topics and their proportions.
with the conspiracy-focused actors. Lastly, the COVID-19-focused actors mainly focused on COVID-19 (10%) and only had minor shares on the other topics.

**Fear Speech Proportions (manual coding)**

**Table 2. Proportions of manually coded fear speech (FS) posts (Dataset C.2.1) by selected crisis-related topics and actor-focus**

<table>
<thead>
<tr>
<th>Topic</th>
<th>Actor-focus</th>
<th>no FS raising concerns</th>
<th>indirect FS</th>
<th>direct FS</th>
<th>efficacious FS</th>
<th>hostile speech</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Far-right</td>
<td>27.2</td>
<td>23.7</td>
<td>39.6</td>
<td>7.7</td>
<td>1.5</td>
</tr>
<tr>
<td>COVID-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protest</td>
<td>18.5</td>
<td>34.5</td>
<td>32.4</td>
<td>10.4</td>
<td>3.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Conspiracy</td>
<td>20.7</td>
<td>25.4</td>
<td>17.7</td>
<td>21.0</td>
<td>15.0</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Far-right</td>
<td>13.9</td>
<td>20.8</td>
<td>43.9</td>
<td>15.4</td>
<td>3.6</td>
</tr>
<tr>
<td>Conspiracy</td>
<td>31.2</td>
<td>10.1</td>
<td>49.4</td>
<td>7.7</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Far-right</td>
<td>21.9</td>
<td>39.5</td>
<td>22.8</td>
<td>13.2</td>
<td>0.9</td>
</tr>
<tr>
<td>Conspiracy</td>
<td>21.8</td>
<td>40.0</td>
<td>23.6</td>
<td>10.9</td>
<td>3.6</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Far-right</td>
<td>9.7</td>
<td>12.4</td>
<td>62.8</td>
<td>9.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Migration</td>
<td>29.5</td>
<td>22.3</td>
<td>41.1</td>
<td>4.5</td>
<td>1.8</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Far-right</td>
<td>44.2</td>
<td>20.4</td>
<td>30.1</td>
<td>4.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Russia’s Invasion of Ukraine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protest</td>
<td>50.9</td>
<td>24.1</td>
<td>17.0</td>
<td>4.5</td>
<td>2.7</td>
<td>0.9</td>
</tr>
<tr>
<td>Conspiracy</td>
<td>42.3</td>
<td>32.4</td>
<td>16.2</td>
<td>7.2</td>
<td>0.9</td>
<td>0.9</td>
</tr>
</tbody>
</table>
In the detailed exploration of the manual FS coding across diverse topics, a nuanced landscape emerged, revealing variations in the proportions of different levels of FS (see Table 1).

Within the COVID-19 topic, a spectrum of FS was also observed across types. Approximately 22.1% of posts exhibited no FS, while a higher proportion of 27.9% was categorized as raising concerns. Indirect FS was represented by 29.9% of posts, and a similar proportion of 13.0% depicted direct FS. Efficacious FS and hostile speech were less prevalent, constituting 6.5% and 0.5% of posts, respectively. Conspiracy-focused actors had the highest shares of direct and efficacious FS shares, with 21.0% and 15.0%, respectively.

Transitioning to the Energy Crisis topic, approximately 27.4% of posts were labeled as no FS, and 31.5% as raising concern. The presence of indirect FS was noted in 22.6% of posts, while direct FS accounts were 12.8%. Efficacious FS and hostile speech were comparatively minimal, at 2.1% and 0.9%, respectively. Conspiracy-focused actors had the highest shares of direct and efficacious FS (20.7% and 4.5%, respectively).

In the realm of Inflation, the data unveiled 22.6% of posts with no FS and a substantial 34.5% raising concern. Indirect FS was present in 25.8% of posts, with direct FS at 13.1%. The efficacious FS and hostile speech proportions were lower, at 3.3% and 0.6%, respectively. Group shares were comparably large across coding categories.
Examining the Migration topic, 24.8% of posts did not contain FS, and 24.8% were categorized as raising concerns. The proportion of indirect FS was relatively high at 39.4%, whereas direct and efficacious FS were relatively low at 7.4% and 1.8%, respectively. Together with the topic Conspiracy Narratives, Migration elicited higher proportions of hostile speech at 1.8%. Indirect FS and hostile speech were especially driven by far-right-focused actors (62.8% and 3.5%, respectively).

Delving into the Russian Invasion of Ukraine, approximately 45.8% of posts were identified as having no FS, and 25.6% as raising concerns. Indirect and direct FS proportions were 21.1% and 5.4%, respectively, while efficacious and hostile FS were less common, constituting around 1.2% and 0.9% of posts, respectively. RioU was the least threatful topic in our sample, and only actors with a far-right focus had heightened shares in indirect FS (30.1%).

Lastly, the Conspiracy Narratives topic presented a diverse distribution with 31% of posts exhibiting no FS and 13% raising concerns. A notable 41% of posts were classified as indirect FS, and 12% as direct FS. Efficacious FS was observed in 1.9% of posts and hostile speech in 1.6%. Surprisingly, the highest amount of FS - across all categories - was published by the far-right-focused actors, while conspiracy-focused actors linked this topic the least to FS.

In summary, this detailed analysis elucidates the heterogeneous nature of FS across these various topics. The distribution of proportions for each level of FS revealed distinctive patterns, highlighting the diversity and complexity inherent in the discourse across different types and topics.

*FS dynamics and proportion (automated analysis)*

Regarding the classified continuous dataset (Dataset DD), the overall dynamics of the posting frequency seemed to correspond closely to the dynamics of overall FS postings.
(see Figure 2). Both showed an increase from the start of 2020 and peaked in the last quarter of 2021 and the first quarter of 2022. As the dynamic increased overall, not only did the overall FS frequency increase but also its relative proportion. Starting in 2018 with less than 5% FS in all postings, there was a steady increase until the last quarter of 2021, reaching a maximum FS share of over 25%, which stayed above 20% until the end of the observations in 2023. At 21%, the FS share in the first half of 2023 corresponded to the average amount of direct FS in the whole dataset (~2.7M unique posts).

**Figure 2. Weekly aggregated posting frequency of the continuous dataset (DD)**

*Note.* The left scale depicts the overall posting frequency, and the right scale depicts the automatically FS classified posts. The pie chart depicts FS classified post proportion in the full dataset.

Regarding the specific topic by actor-focus proportions (see Figure 3) in the *Conspiracy* topic, COVID-19-focused actors stand out with a higher proportion of 43.8% of posts indicating FS, while the conspiracy-focused actors and the far-right actors exhibit proportions of FS at 30.8% and 32.1%, respectively.
For the topic of *Energy Crisis*, all three actor types demonstrated lower proportions of FS, with the highest being 28.1% in COVID-19-focused actors.

Within *Inflation*, the proportions of FS were lower across all types, with COVID-19-focused actors having the highest proportion at 31.8%.

![Figure 3. Automated classification of direct fear speech in posts (Dataset C.2; n=317K) regarding selected crisis-related topics.](image-url)
COVID-19 presented a nuanced scenario in which conspiracy-focused actors and COVID-19-focused actors exhibited nearly equivalent proportions of posts with and without FS, around 51.3% and 49.4%, respectively, indicating a higher presence of FS than other topics.

Regarding the RioU, despite the overall lower proportions of FS across all types, far-right actors had a particularly low proportion of FS at 14.1%, making it one of the lowest across all topics and types.

Lastly, in the Migration topic, COVID-19-focused actors surfaced with a considerable proportion of FS at 37.4%.

Discussion

In the current work, we analyzed the prevalence of FS in a large sample of Telegram posts (2.9 million) published by three different radical or extremist movements (COVID-19 protest, far-right, and conspiracy-focused) within a selection of six crisis-related topics over more than five years (2015-2023) via manual and automated content analytical methods. For the manual coding, we introduced a new conceptualization of FS, i.e., the strategic instilling of fear through threat-based communication, and we distinguished three types of FS: 1) Indirect FS as threat-based, 2) Direct FS as threat-focused (threat is the primary subject of the message) and a subform of direct FS, and 3) efficacious FS, where direct FS is coupled with a call to action to increase the recipient’s self-efficacy elevating the pressure to act against the threat. We applied the coding concept to a large sample of Telegram posts for manual content analysis and used the identified direct and efficacious FS posts as training data for a BERT-based classification model to scale the quantification of FS to the whole dataset. Thus, the analysis focused on broader aspects of FS use, such as prevalence across topics, groups, and time, of Telegram posts and provided evidence for four different aspects of FS usage. Meaningful coherence between manual and automated coding revealed a high prevalence of FS across the dataset, a close relation between posting-volume and FS use dynamics, and group- and topic-specific FS.
In the manually coded sample, COVID-19, Inflation, Energy Crisis, Conspiracy, Migration, and RioU appeared in descending order of FS proportions. In the automated FS coding, COVID-19 and RioU were again ranked at the top and bottom, respectively, but Conspiracy, Inflation, Migration, and Energy Crisis was the in-between order. This difference is most likely due to the sampling strategy of the manually coded data, as it was stratified across groups, topics, and time; furthermore, it was too small to tightly pick up on the true distribution of FS in each topic. However, COVID-19 and RioU consistently marked the endpoints of all FS proportions. One explanation could be a threat-proximity relation. By applying a coding scheme that centers on the portrayed threat, the relevance of the threat to the individual or collective (geographically and/or personally/ideologically) may determine the amount of FS attached to a topic. Additionally, the outgroup attributability, e.g., the possibility of identifying a concrete enemy as the source of a threat, seemed to be reflected here. COVID-19 was the overarching issue in our dataset, with the highest relevance and proximity and, therefore, the highest FS proportions. In contrast, RioU is, geographically, the most distant topic, which is why it is more difficult to attribute to some “dangerous” outgroup. In addition, the threat is not as imminent and individually perceivable as for topics that are linked to RioU but far more relevant (e.g., Energy Crisis), thus showing the least amount of FS. Further, it must be noted that parts of the posts on RioU contained information and reports from the conflict and, thus, presented new and factual information concerning the current situation, more so than other FS-related reinterpretations of these events, further explaining the relatively low amount of FS in this topic. Reversing the perspective, the amount of communication without threats (coding=0) places topics in a similar rank as with FS, with COVID-19 having the least amount of communication without threats and RioU having the most, further substantiating the correspondence between manual and automated coding.

Manual and automated coding revealed group differences. Group-specific posting frequency is, across topics, roughly concurs with overall posting shares by the group. Unsurprisingly, the only deviances are disproportionately occurring COVID-19-related
posts by COVID-19-focused actors and disproportionately many Conspiracy-related posts by conspiracy-focused actors. Regarding FS shares in the automated analysis, conspiracy-focused actors and COVID-19-focused actors tended to exhibit more direct FS than the far-right actors. However, the manual content analysis is rather inconspicuous overall in terms of the proportion of group-specific direct FS. Conspiracy-focused actors only show noticeably greater shares with respect to the topics of COVID-19 and Energy Crisis.

This changes when indirect FS is included. The far-right actors seemed to be more inclined to use indirect FS, which often indicates “fear-mongering” (see, e.g., Klein et al., 2021) or identity-priming antagonisms. In any case, such statements build on or are accompanied by a noticeable threat. Regarding the topics COVID-19, Energy Crisis, and especially Migration, far-right actors have the highest shares of indirect FS. Including the observation that the far-right actors usually have the highest shares of hostile speech in the annotated sample, this completes the impression that communication around fear and threats among this group may be more firmly grounded on identity, demarcation, and, finally, hostility. The distinct use of FS among various radical and extremist groups on Telegram may impact our understanding of group dynamics and communication strategies. Far-right actors predominantly engage in indirect FS to subtly foster a narrative of identity and demarcation, indirectly reinforcing group boundaries and hostility without pinpointing specific threats. This strategy effectively embeds fear within a broader cultural and identity preservation narrative, mobilizing support through a nuanced “us-versus-them” framework. In contrast, conspiracy-focused and COVID-19-focused groups lean toward direct FS, aiming to create a sense of immediate crisis and urgency. This form of communication may be designed to prompt action more directly by making threats feel immediate and response efficacy tangible, thereby rallying followers around a clear cause and fostering group cohesion.

Looking at the overall FS shares across the whole dataset of 2.9 million posts, our results in the automated content analysis reveal that a substantial proportion of 21% of posts were classified as direct FS. Within the topic modeling dataset with selected crisis
topics (~317K posts), the amount of FS climbed to 34%. This is substantially greater than the manual content analysis revealed, which is 13.3%, and considerably more than others found on Twitter (10%) or Facebook (4%) (Saha et al., 2023). Extrapolating this perspective by including indirect FS of the manually annotated dataset, we can scale fear-based communication up to around 40-60%, comparable to what Saha and colleagues (2021) found in a preselected, manually annotated sample on WhatsApp. This is worrisome, as we can assume that both forms of FS contribute somewhat to a climate of fear and, consequently, hostility.

Depending on the sector or community within the Telegram sphere, communication seemed thus, to a large extent, characterized by fear, and, in other words, it elaborated on threats as well as drawing lines between “them and us.” This not only validates the methodological advancements of our study but also raises critical questions about the role of platform affordances in the amplification of FS, suggesting that Telegram's unique features might facilitate a higher prevalence of FS compared to more public and moderated platforms like Twitter and Facebook. Our findings thus extend the empirical investigation of FS by demonstrating significant variances in FS prevalence and typologies across different digital environments, contributing to a deeper understanding of how technological and contextual factors influence the dynamics of online radical discourse.

If the radical Telegram sphere, at least to some degree, is driven by fear, it will follow that the overall posting volume, as it signals importance (e.g., of a topic), transmits increasing absolute but relative amounts of FS. This seemed to be the case in our data. As the posting volume increased steeply in 2020, the absolute number of FS increased as well. Importantly, the relative amount of FS increased from around 10% to almost 26% at the end of 2022. As the Telegram online sphere gained radical momentum through and with the COVID-19 pandemic (Schulze 2021), this supports the argument that FS is a useful indicator of radicalization dynamics as previously assumed (Greipl et al., 2022; Schulze et

6 Note that, unlike Saha and colleagues (2021), our dataset represents a strategically collected rather than a convenience sample.
al., 2023; Buyse 2014). Indeed, as a fearful climate stimulates pressure to act, FS may even indicate the potential for crisis escalation. However, while this pattern of FS volume coherence is surprisingly clear on the macro-level, this pattern becomes volatile on more detailed levels, e.g., with respect to single topics. Again, the example is the COVID-19 topic, which is the reference with up to 51% FS (conspiracy), while the RioU topic has the lowest value with 14% FS (far-right actors). This may resemble the idea that endorsement of FS varies with the issue’s potential to allow for the creation of cohesive and antagonistic collective identities (and the malleability of the threat). Whereas COVID-19-related fear speech posts often specifically address the threat and outgroup (example: “The PHARMA [MAFIA] is planning another mRNA [attack] on humans!”), in FS related to the Russian invasion of Ukraine, the crisis issue needs to be embedded in a larger threat narrative, such as the “Great Reset” (example: “NATO is at war with the EU against Europe!”).

By extension, because the COVID-19 crisis (and other FS-fueled issues to a lesser extent) has also been used for protest mobilization on a large scale, it is reasonable to assume that FS also contributes to dynamics between online communication and offline action. Future work should thus investigate the detailed dynamics of FS use, as it is currently an open question whether FS indicates a more latent climate behind slower communication dynamics and, therefore, drives anxiety rather than fear or whether it represents a more direct, affective component that is directly relatable to short-scale dynamics of communication, for instance weeks or even days.

Finally, a better understanding of FS types employed may allow for more nuanced interventions and support the creation of tailored counter-narratives, effectively addressing the underlying narratives and fears driving radicalization. As revealed in our study, the nuanced understanding of FS dynamics among different extremist groups on Telegram has significant policy implications and suggests several countermeasures. The differentiation between indirect and direct FS, coupled with the platform-specific prevalence of these communications, underscores the need for targeted and sophisticated approaches to counteract online extremism. Foremost, policymakers and platform administrators must
recognize the unique challenges Telegram's encrypted and semi-private nature poses, which facilitates FS dissemination. This calls for enhanced collaboration between tech companies and law enforcement to develop strategies that respect privacy while addressing the propagation of extremist content. The findings advocate for the development of policies that support the detection and moderation of FS, including advanced AI and machine learning technologies to identify nuanced forms of FS without infringing on legitimate free speech. Fear speech, particularly indirect FS, which is more subtle and thus potentially more insidious, may be among the great challenges in detecting and counteracting radical online spheres.

**Limitations**

Several limitations have to be noted. Considering the high volatility and ephemerality of radical/extremist online communication, retrospective data collection is not able to fully represent the entire German language Telegram communication of the three different actor types for the investigation period. While this arguably would be an impossible or near impossible task, we aimed to mitigate this limitation to the best of our capacity by including several datasets collected at different times. Additionally, since the most extreme content is often deleted either by radical/extremist actors themselves, for example, to avoid prosecution, or by security authorities (Buehling, 2024), we assume that the missing posts would result in an under- rather than an overestimation of FS. Further, since our research interest has focused on crisis-related fear speech, a large part of the collected posts had to be discarded for manual annotation and topic-specific classification, which decreased the sample size from 2.99 million to 311,939 posts. Further, as Saha et al. (2021 & 2023) noted, FS classification is a complex classification task. Although we specifically followed the rationale of constructing a rather conservative classifier by distinguishing between indirect (threat-based) and direct (threat-focused) communication, the difficulty of FS extraction is still high. Concerning the automatic classification, we have to point out that the ratio from manually to automatically coded posts is not ideal, and a larger amount of manually annotated data would be preferable to enhance the quality of
the automation. However, considering the complexity of fear speech coding, we are still content with the F-Score of .79. We further acknowledge that exploring FS across a broader political spectrum, including left-wing groups, presents an intriguing prospect for future research, especially since FS should be universally applicable. Finally, while our study offers a foundational exploration into FS, we precluded a detailed comparison with hate speech. While we believe this comparison to be informative, the focus of our study was initially more on refining the conceptualization of FS and contributing to the (automatic) detection of FS. This limitation underscores the need for future research to explore the intricate relationship between FS and hate speech, enhancing our understanding of their roles in online discourse.

Conclusion

In this study, an extensive examination of fear speech prevalence of 2.9 million Telegram posts across three radical/extremist movements was conducted over a span of five years (2017-2023). The analysis revealed a high prevalence of FS, with a significant proportion of the posts (21%) being classified as direct FS, which increased to 34% when focusing on selected crisis-related topics. The manual and automated coding methods demonstrated consistency, especially in identifying COVID-19 and RioU as topics with the highest and lowest FS proportions. The data suggest a potential threat-proximity relation influencing FS levels. The findings also revealed group-specific tendencies in FS use, with the far-right actors exhibiting a higher inclination toward indirect FS, often aligning with fear-mongering or identity-priming antagonisms. The significant rise in FS from 10% to almost 26% toward the end of 2022, coinciding with a steep increase in posting volume, indicates that the radical Telegram sphere may be marked by fear, especially amidst crises like the COVID-19 pandemic. This underscores FS's potential as an indicator of radicalization dynamics and crisis escalation potential. However, the

---

7 We retrospectively gathered data from German language left-wing Telegram channels from movements like Extinction Rebellion, “Die letzte Generation” (translates to Last Generation), and left-leaning news outlets such as the “TAZ” (total N ~ 58K posts for 2019-2023). In a sample of 200 posts, we found fewer than ten instances of direct FS. Thus, the German language left-wing telegram milieu may not only be far less active on Telegram, it also seems much less inclined to use FS.
nuanced variations in FS across different topics and groups highlight the necessity for further investigations to decipher the underlying dynamics of FS use and its implications for communication within radical online spheres.
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**Appendix**

The online Appendix can be found at [https://osf.io/t3yx8/](https://osf.io/t3yx8/).

**Supplemental Information**

The trained classifier as well as the domain adaptation model can be found at: [https://huggingface.co/PatrickSchwabl/distilbert_fearspeech_classifier](https://huggingface.co/PatrickSchwabl/distilbert_fearspeech_classifier).